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TP 5 : Data Representation

Warming up :

For the 16-bit codes : 0000000000101010 and 1000000000101010 Give their values, if they are represen-
ting :

— a 16-bit unsigned integer ;
— a 16-bit signed integer ;
— two 8-bit unsigned integers ;
— two 8-bit signed integers ;
— a 16-bit Unicode characters ;
— two 8-bit ISO-8859-1 characters

How would you represent "Hello, how are you?" in ASCII? (look for the comma, question mark, and
space characters in the ASCII table)

1 Analyzing an error

1.1 In the html pages

Visit the https://amritasuresh.github.io/encoding.html. Describe what is happening using the tables of

characters available on the internet (https://fr.wikipedia.org/wiki/Table_des_caractères_Unicode_(0000-0FFF)).
And provide a solution to correct this problem.

1.2 Erreur d’affichage SNCF

In the course introduction, there is this picture of a bug on a SNCF screen :

Look at the bug and tell us what happends
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1.3 File encoding problem

Download the text file http://www.lsv.fr/~fhh/tp05-2.txt and view it in your browser.
Search "é" with Firefox and Chrome.
Search "é" with the command "grep" on the downloaded file.
What do you see?
Suggest a solution to correct this type of problem.

2 Character encoding in HTML

HTML pages have several ways to encode characters :
— Entity references which is an alternative name for a series of characters. You can use an entity in

the &name; format, where name is the name of the entity
— Numeric references that give the code of a Unicode character, in the form &#nnn; (décimal) or

&#xnnn;.
— Direct binary coding in one of the formats discussed in the course (UTF-8, ISO-8859-1, . . . ). This

requires adding a tag of the form

<meta http-equiv="Content-Type" content="text/html; charset=iso-8859-1" />

in the header of the HTML document.
We will consider the names of the following European municipalities :

Crèvecœur (France)
L’Haÿ-les-Roses (France)
Kroměříž (Tchéquie)
Gödöllő (Hongrie)
Süßen (Allemagne)
Præstø (Danemark)

1. Create an HTML document that displays these names with their entity references.

2. Look for Unicode codes for non-ASCII characters and use them to recreate the list with numeric
references.

3. Create an HTML document in UTF-8 directly with your text editor.

3 Huffman Encoding

As we have seen in ASCII, every character is encoded with the same number of bits : 8 bits per charac-
ter. Since there are 256 different values that can be encoded with 8 bits, there are potentially 256 different
characters in the ASCII character set – note that 28 = 256. The common characters, e.g., alphanumeric
characters, punctuation, control characters, etc., use only 7 bits ; there are 128 different characters that can
be encoded with 7 bits. In C++ for example, the type char is divided into subtypes unsigned-char and (the
default signed) char. As we’ll see in this exercise, Huffman coding compresses data by using fewer bits to
encode more frequently occurring characters so that not all characters are encoded with 8 bits.

Huffman coding provides an efficient, unambiguous code by analyzing the frequencies that certain
symbols appear in a message. Symbols that appear more often will be encoded as a shorter-bit string
while symbols that aren’t used as much will be encoded as longer strings. Since the frequencies of symbols
vary across messages, there is no one Huffman coding that will work for all messages. This means that
the Huffman coding for sending message X may differ from the Huffman coding used to send message Y.
There is an algorithm for generating the Huffman coding for a given message based on the frequencies of
symbols in that particular message.

Huffman coding works by using a frequency-sorted binary tree to encode symbols.
We’ll look at how the string "go go gophers" is encoded in ASCII, how we might save bits using a simpler

coding scheme, and how Huffman coding is used to compress the data resulting in still more savings.
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1. With an ASCII encoding (8 bits per character) as seen below the 13 character string "go go gophers"
requires 104 bits.

char ASCII binary
g 103 1100111
o 111 1101111
p 112 1110000
h 104 1101000
e 101 1100101
r 114 1110010
s 115 1110011
space 32 1000000

Do you have a suggestion on how to reduce this size if the ONLY phrase we needed to represent
was "go go gophers"? How many bits would you need?

By using the above strategy, the string "go go gophers" uses a total of 39 bits instead of 104 bits. More
bits can be saved if we use fewer bits to encode characters like g, o, and space that occur frequently and
more bits to encode characters like e, p, h, r, and s that occur less frequently in "go go gophers". This is the
basic idea behind Huffman coding : to use fewer bits for more frequently occurring characters.

Encodings can either be fixed-length or variable-length.

FIGURE 1 – Encoding schemes

2. Explain why the encoding scheme below is a poor encoding (we shall call this Encoding-A) (we
assume that our text has the words A and B more frequently, and C and D less frequently).

A 0
B 1
C 11
D 10

What value is encoded as "01110" in the above encoding?

3. The encoding below is unambiguous, but inefficient since there exists a shorter (and still unambi-
guous) encoding of these letters. Give an equivalent but shorter encoding.
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A 0000
B 0101
C 1010
D 1111

How many bits are needed to represent n different symbols (using fixed-length encoding)?
4. With Encoding-A as the encoding, construct a binary tree such that "some" of the nodes of the tree

correspond to the symbols (in this case A, B, C, D), and the assignment will be the path it takes to
get from the root of the tree to that leaf. What do you notice about the tree?

As shown above, it is important for an encoding scheme to be unambiguous. Since variable-length
encodings are susceptible to ambiguity, care must be taken to generate a scheme where ambiguity is avoi-
ded. Huffman coding uses a greedy algorithm to build a prefix tree that optimizes the encoding scheme so
that the most frequently used symbols have the shortest encoding. The prefix tree describing the encoding
ensures that the code for any particular symbol is never a prefix of the bit string representing any other
symbol. To determine the binary assignment for a symbol, make the leaves of the tree correspond to the
symbols, and the assignment will be the path it takes to get from the root of the tree to that leaf.

5. What encoding do we get from the following Huffman tree?

The Huffman coding algorithm takes in information about the frequencies or probabilities of a particular
symbol occurring. It begins to build the prefix tree from the bottom up, starting with the two least probable
symbols in the list. It takes those symbols and forms a subtree containing them, and then removes the
individual symbols from the list. The algorithm sums the probabilities of elements in a subtree and adds
the subtree and its probability to the list. Next, the algorithm searches the list and selects the two symbols
or subtrees with the smallest probabilities. It uses those to make a new subtree, removes the original
subtrees/symbols from the list, and then adds the new subtree and its combined probability to the list. This
repeats until there is one tree and all elements have been added.

6. Given the following probability table, create a Huffman tree to encode each symbol.

Symbol Probability
A 0.3
B 0.3
C 0.2
D 0.1
E 0.1

7. How many bits do you need to create a Huffman coding for this probability table?

Symbol Probability
A 0.6
B 0.1
C 0.1
D 0.1
E 0.1

8. When do you think this encoding is optimal? When is it not?
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